Quantitative Assessment of Sewer Overflow Performance with Climate Change in North West of England

M. Abdellatif, W. Atherton, R.M. Alkhaddar, Y.Z. Osman

School of the Built Environment, Liverpool John Moores University, The Peter Jost Centre, Byrom Street, Liverpool, L3 3AF, UK.

Faculty of Advanced Engineering, University of Bolton, Deane Road, Bolton, BL3 5AB, United Kingdom
Email: mawadaabdellatif@yahoo.co.uk

Abstract Changes in rainfall patterns associated with climate change can affect the operation of a combined sewer system, with the potential increase in rainfall amount. This could lead to excessive spill frequencies and would also likely introduce hazardous substances into the receiving waters, which in turn, would have an impact on quality of shellfish and bathing waters. This paper quantifies the spilling volume, duration and frequency of 19 Combined Sewer Overflows (CSOs) to receiving waters under two climate change scenarios, the high (A1FI) and the low (B1) scenarios, simulated by three GCMs, for a studied catchment in north-western England. The future rainfall is downscaled, using climatic variables from HadCM3, CSIRO and CGCM2 GCMs, with use of a hybrid Generalised Linear - Artificial Neural Network model. Results from the model simulation for the future in 2080 showed an annual increase of 37% in total spill volume, 32% in total spill duration, and 12% in spill frequency for the Shellfish water limiting requirements, under the high scenario, as projected by the HadCM3 as maximum while the other GCMs projected different changes. Nevertheless the catchment drainage system is projected to cope with the future conditions in 2080 by all three GCMs. The results also indicate that under scenario B1 a significant drop was projected by CSIRO, which could reach up to 50% in spill volume, 39% in spill duration and 25% in spill frequency in the worst case. The results further show that during the bathing season, a substantial drop is expected in the CSO spill drivers as predicted by all GCMs under both scenarios.
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1.0 INTRODUCTION
The quality of coastal waters may be adversely affected by increased stormwater overflows and hence will result in the lowering of shellfish harvesting water classifications (Andrew 2008) and also affect the quality of bathing and drinking waters. Thus, it is important to limit pollution from Combined Sewer Overflows (CSOs) and improve unsatisfactory intermittent discharges. This requirement is going to be particularly challenging to comply with once we start to consider the impacts of climate change on the safe operation of sewerage systems (Keirle and Hayes 2007). This is likely to have a greater impact on watercourses in dry summers and possibly aesthetic problems leading to more complaints by the public. Furthermore, during prolonged dry summer periods there will be an increase in pollutant levels, both on the surface and in sewer silts, which will have a greater pollutant impact on receiving watercourses at a time when their flows are low (Hurcombe 2001). In the 2011 Return from the UK water companies to OFWAT, the total number of unsatisfactory intermittent discharges (UIDs) from CSOs in England and Wales was estimated as 24,812 of which approximately 25% are believed to be monitored (OFWAT 2011). In addition, there were 6,039 CSOs in Scotland and Northern Ireland. All these CSOs discharge the sewage to at least 500 beaches.
CSO research in the UK has been largely industry driven, with research providers working with leading academic bodies. Research conducted by Tait et al. (2008) indicates that climate change, which is thought to be caused by current global warming, will produce around a 20% additional increase in CSO spill volume for a catchment in the UK by the 2020s. Other studies have investigated the effects of CSOs under the current climate in the UK such as FitzGerald (2008), who provides a case study from Langstone Harbour with a largely urban catchment. The study found that the impact of CSOs continues to be a source of intermittent pollution events leading to temporary shellfish harvesting closures, despite a major waste water scheme to discharge continuous treated effluent offshore. Examples of studies on an international scale can be found in Patz et al. (2008), Kleidorfer et al. (2009), Nie et al. (2009), Nilsen et al. (2011) and Gamerith et al. (2012). Patz et al. (2008) noted that, due to climate change, the Great Lakes Region of the USA will likely be facing a combination of an increase in CSO discharge due to heavy rainfall, warmer lake waters and lowered levels. These three aspects will also increase the risk of waterborne diseases. Nie et al. (2009), in a study by the Swedish Meteorology and Hydrology Institute, found that CSO discharge will increase from 0.8 million m$^3$ to 2.5 million m$^3$ in the future period of 2071–2080 under scenarios A2 and B2 for a catchment in Norway with an increase of more than 200%.

In order to correctly assess spills from CSOs, the use of continuous rainfall events as input to the sewer model has been proposed recently and preferred over a synthetic design storm approach (Lindell 1989). This is because a synthetic design storm: (1) has a limited use for defining storms with a return period of less than one year, whereas almost all overflows operate more frequently than this; and (2) it represents typical summer or typical winter storms rather than the whole range of storms that occur throughout a typical year. Therefore, a better method for considering overflow operation is to use a series of storms representing the rainfall over a long period (Titerrington 2008). One of the most commonly stated disadvantages of continuous simulation is that such an approach is extremely time-consuming and expensive (Lindell 1989). However, with the advent of inexpensive and computationally efficient microcomputer technology, this complaint is generally no longer valid.

This study represents an additional contribution to the CSO research in the UK. It uses different modelling techniques and aims to identify the most likely impact of climate change scenarios (SRES scenarios A1FI and B1) on the frequency of polluted spilling events. In the present paper the A1FI (assumed fossil intensive) and B1 (emphasis is on global solutions to economic, social, and environmental sustainability) SRES scenarios are selected, as the study aims to explore the impact of global warming on the future rainfall through these two scenarios to reflect the worst and least impacts of climate change. Numerous previous studies have used the projection of A2, B2 or A1B (medium scenarios) (e.g. Vasiliades et al. (2009); Fealy and Sweeney (2007); Haylock et al. (2006); Busuioc et al. (2005)) etc. However, very few have considered scenarios A1FI and B1.

Outputs from the global climate models (GCMs) HadCM3, CSIRO and CGCM2 have been utilized to provide a fine scale local future rainfall time series for the period 2070–2099 (2080s), which were then used as an input to the sewer model of a selected catchment in the North West of England in the UK.

This paper is organised as follows: a description of the studied drainage catchment and the rainfall and climate variables used are given in the coming section. In section 3 the methodology followed to conduct the research together with the
studied catchment and the drainage model are described. The presentation and discussion of the obtained results are given in section 4. Conclusions and findings of the study are furnished in section 5.

2.0 STUDY CATCHMENT AND DATA USED

The Crewe catchment is located in the south east of Cheshire County in the Northwest region of England (Figure 1). The river system in the Crewe drainage area consists mainly of the River Weaver and its main tributaries Valley Brook and Wistaston Brook. The River Weaver itself lies just outside the drainage area boundary and receives direct discharge from Crewe Wastewater Treatment Works. All CSOs in the study area discharge to Valley and Wistaston Brooks and to other smaller tributaries which eventually join the River Weaver.

Daily rainfall data for the period 1960 – 2001 for Warleston raingauge in the Crewe catchment has been obtained from the Environment Agency for England and Wales. This rainfall time series has been used together with the corresponding climatic variables to build the downscaling model for rainfall in the catchment. Appropriate predictors for the rainfall in the catchment are selected from large-scale observed climatic variables via stepwise regression.

The large-scale observed climate data were obtained from the National Centre for Environment Predictions (NCEP/NCAR). These observed data were used to calibrate and validate the downscaling model. GCM data were obtained from the Canadian Climate Impacts Scenarios Group and the British Atmospheric Data Centre (BADC) for three different GCMs for future projection of rainfall. These are the Hadley Centre Coupled Model version 3 (HadCM3), the Canadian Global Coupled Model version 2 (CGCM2) and the Commonwealth Scientific and Industrial Research Organization (CSIRO Mark2) model.

3.0 METHODOLOGY

3.1 Downscaling Model

A hybrid Generalised Linear Model (GLM) and Artificial Neural Network (ANN) approach (known hereafter as the GLM-ANN model), has been introduced in a previous study by the same authors (cf. Abdellatif et al 2011), which involved downscaling coarse global climate model (GCM) outputs to finer spatial scales.

The downscaling model developed used a two stage process to model rainfall. The first stage is the rainfall occurrence process, which is modelled with logistic regression to represent wet and dry sequences of rainfall and is given by equation (1) in which \( p_i \) is the probability of rain for the \( i^{th} \) case in the data set, \( x_i \) is a covariate vector (climate predictors) and \( \beta \) is a model coefficient (Chandler and Wheater 2002), which can be stated as follows:

\[
\ln\left( \frac{p_i}{1-p_i} \right) = x_i \beta
\]  

(1)

The second stage is the rainfall amount which is modelled with a multi-layer feed forward artificial neural network (MLF-ANN), described in equations 2 and 3, to represent the non-linear relationship between the observed rainfall amount and the same selected set of climatic variables (predictors) used to model the rainfall occurrence process.
\[ y_i = \sum_j w_j^{(2)} z_j + b^{(2)} \]  

(2)

\[ z_j = f \left( \sum_i w_{ij}^{(1)} x_i + b_j^{(1)} \right) = \frac{1}{1+\exp\left(\sum_i w_{ij}^{(1)} x_i + b_j^{(1)}\right)} \]  

(3)

where \( y_i \) corresponds to the \( i \)th output (i.e. rainfall amount); \( x_i \) corresponds to the \( i \)th input (i.e. predictors set); the coefficients \( w_j^{(2)} \) and \( b^{(2)} \) (\( w_{ij}^{(1)} \) and \( b_j^{(1)} \)) are the weights and biases from the output (hidden) layers; and \( f \) is the log-sigmoid transfer function.

The occurrence model is built first. This involves screening for appropriate predictors for the rainfall occurrence model. The screening process for rainfall predictors is achieved here by forming a stepwise regression between the rainfall series and the predictors. The predictors, which come from NCEP data, are then selected from a range of candidate predictors based on the significance and strength of their correlation with the predictand as suggested by Wilby et al. (2004). Stepwise regression, also known as forward selection, is applied to the selection process as it yields the most powerful and parsimonious model as shown in previous studies (Huth, 1999; Harpham and Wilby 2005). In order to remove any inconsistencies associated with the presence of small rainfall values, a threshold of 0.3mm was applied to the data before modelling as rainfall values less than this threshold are considered to be dry days and represented with zero (Abdellatif et al. 2011). Those equal to or greater than the threshold were considered wet days and represented with one to form a series of binary values for the occurrence of rainfall. The threshold treats trace rain days as dry days which has been recommended in many studies (Wilby et al. 2003; Segond 2006). Some transformations for the predictors have been applied such as lagged-1 or an exponential in order to obtain the best correlation with the predictand.

Having selected the appropriate predictors, as explained above, the rainfall time series and selected predictor set were fit to a generalised linear model as described in equation 1 using logistic regression techniques. The fitted occurrence model was then used to resample the rainfall time series, ready for use in the second process of building the rainfall amount model.

The rainfall amount model is built using the selected predictors used in the occurrence model and the resampled rainfall. A multi-layer feed forward artificial neural network (MLF-ANN) technique, as described in equations 2 & 3, is used to model the rainfall amount. The ANN model is trained using the Levenberg-Marquardt Back-Propagation algorithm.

The developed GLM-ANN model was then used to simulate annual future rainfall for corresponding wet days obtained from the occurrence model using a set of input variables generated by the global circulation models (for a specific scenario emission) as predictors.

To avoid the bias that may occur from using GCM variables to simulate future rainfall (30 years of 2080s), correction for future rainfall (Rcf) is usually required. The correction is proposed here to be carried out by multiplying the future rainfall produced by the hybrid GLM-ANN model, \( R_{\text{sim fut}} \) for the A1FI and B1 scenarios with a ratio of the mean observed rainfall (Meanob) and the mean simulated rainfall (Meansim.control run) of the control period (1961-1990) as shown in equation 4 below. This method of correcting future rainfall is called the Scaling (or Direct Approach) method (Maraun et al. 2010), which can be expressed in mathematical terms as:
3.2 Temporal Disaggregation of the Downscaled Rainfall

The small size and the rapid response of urban catchments due to a high percentage of impermeable surfaces require rainfall to be considered at small scales. This section describes the methodology of temporal rainfall disaggregation by applying the Bartlett-Lewis Rectangular Pulse (BLRP) stochastic model, employing the HYETOS programme (Koutsoyiannis and Onof 2000) for the purpose of disaggregating from daily to hourly rainfall. Moreover, the section describes the use of Poisson Rectangular Pulses (PRP) (Cowpertwait et al. 2004) in the StormPac 4.1 software (produced by WRc plc) to disaggregate the resultant hourly rainfall to 5-minutes.

3.2.1 Disaggregation from Daily to Hourly Rainfall using the BLRP Model

The BLRP model assumes that the storm origins at a time (T) arrive according to the Poisson process with rate (λ) and the cell origins at a time (t) that follow a Poisson process with rate (β), as depicted in Figure 2. The arrival of each storm is terminated after a particular time, and this length of period is exponentially distributed with parameter (γ). The distribution of the duration of the cells is an exponential distribution with parameter (η). The cell has uniform intensity or depth (X) with a specified distribution which can be either exponentially distributed with parameter 1/µ or can be chosen as a two parameter gamma distribution with mean, µx and standard deviation, Ϭx (Koutsoyiannis and Onof 2001). Thus, parameters β and γ also vary and are re-parameterised so that K = β/ η and ϕ = γ / η.

The above description for the original BLRP model assumes all parameters are constant; however in the modified model; the parameter η varies randomly from one storm to another with a gamma distribution of shape parameter α and scale parameter V (cf. Figure 2).

The parameters for the BLRP are estimated on a monthly basis using the equations introduced by Rodriguez-Iturbe et al. (1988). The equations relate the statistical properties of the rainfall to the seven BLRP parameters such as mean, variance, autocovariance and the proportion of dry days, which will result in a set of non-linear equations. The equations of the BLRP model are solved using the method of moment by equating the statistical feature of the historical rainfall with the theoretical one according to minimising the sum of the weighted squared errors criterion.

Then HYETOS software has been used to disaggregate the daily rainfall at a single site into hourly data using fitted parameters. In HYETOS, the BLRP model was run several times until a sequence of exactly L wet days was generated (which is selected in the current study based on the maximum observed wet spell and should not exceed 12 days). Different sequences separated by at least one dry day can be assumed to be independent. Then, the intensities of all cells and storms are generated and the resulting daily depths are calculated. For each cluster of the wet days, the generated synthetic daily depths should match the sequence of original daily totals with a tolerance distance, d defined as:

\[ R_{cf} = R_{sim \; fut} \left( \frac{\text{Mean}_{ob}}{\text{Mean}_{sim \; control \; run}} \right) \] (4)
\[ d = \left[ \sum_{i=1}^{L} \ln^2 \left( \frac{N_i + C}{\tilde{N}_i + C} \right) \right] \]

(5)

Where \( N_i \) and \( \tilde{N}_i \) are, respectively, the original and simulated daily totals at the rain gauge station, with \( L \) as the length of the sequence of wet days and \( c \) is a small constant (= 0.1 mm).

More on the calibration of the BLRP model and the fitted parameters can be found in Abdellatif et al. (2013). The outcome of this process is an hourly rainfall time series for the current and future period.

3.2.2 Disaggregation from Hourly to Five-minute Rainfall using the PRP Model

The methodology adopted here is similar to the approach used for disaggregating to an hourly scale in that ‘within a storm’ rain cells have arrival times that occur in a Poisson process. However, in the hourly approach, a Bartlett-Lewis process is used to disaggregate the daily data to hourly data, whilst in this approach, a simple Poisson process is used to simulate the fine resolution series directly (5-minutes) from the hourly scale. This approach is just a special case of the Poisson rectangular pulse (PRP) model and is currently implemented in the StormPac 4.1 Software.

In the PRP model, rain cells have arrival times (T) that occur in a Poisson process with rate \( \lambda \). Each rain cell has a random lifetime (W), which is distributed as an independent exponential random variable with parameter \( \eta \). The intensity (X) of each rain cell remains constant throughout the cell’s lifetime, and has been taken to be an independent Weibull random variable with parameters \( \alpha \) and \( \theta \). The total rainfall intensity at any point in time is the sum of the intensities of all cells alive at that point (Cowpertwait 2005). Four parameters are used to construct the model \( \lambda, \eta, \alpha, \theta \) and need to be estimated (Figure 3).

As in the BLRP, this model can be fitted by matching the above properties to their equivalent values taken from the sample, which can be achieved using a minimisation procedure based on the squared differences; see Cowpertwait et al. (1991, 2004) for more information.

The disaggregation procedure which is used in STORMPAC 4.1 can be summarised as follows. A 1-hour rainfall depth is read in from a file, which contains the hourly series to be disaggregated. A 5-minute series is simulated using the fitted model. The 5-minute simulated series is summed and the 1-hour total of the simulated series is compared to the 1-hour total that was read in. The simulated series is discarded if the absolute difference between the simulated 1-hour total and the total read in exceeds 0.05 mm. The process is repeated until the totals are in agreement to within 0.05 mm. The simulated series then represents a possible realisation of 5-minute data representative of the 1-hour value that was read in.

Unlike HYETOS, which requires estimation of the model parameters at each different site prior to the disaggregation, the StormPac Software does not. It is designed to be used for United Kingdom catchments and is supplied with parameters estimated from 99 rainfall sites across the UK used in the calibration of the model (more information about the model can be found in the StormPac 4.1 Software manual).
3.3 Urban Drainage Modelling

The urban drainage area of Crewe is mainly served by a combined sewer system to handle its dry and wet weather flows. The catchment consists predominantly of residential housing interspersed with areas of retail, commercial and industrial developments, covering a total area of approximately 3363.33 hectares, and serving a population of approximately 90,484. The sub-catchment runoff surface amounts to 2496.05 hectares, with 16% impervious area and 83% pervious area. The sewer system in the study area is largely combined although some areas of more recent development, around the periphery of the town are drained by separate systems. The catchment sewer model consists of 1655 sub-catchments, 1830 nodes and 1797 sewers with a total length of 94.64 km and sewer sizes ranging between 100 - 4500mm.

The main receiving water within the Crewe drainage area is the River Weaver and its tributaries. The main river receives discharges from the Crewe Wastewater Treatment Works (WwTW), which is about 5 km to the north west of Crewe town centre (United Utilities Report 2005). There are twenty-three CSOs within the catchment area (includes CSOs and pump station emergency overflows, EOs) and 1 Storm Tank overflow which all discharge into the tributaries of the River Weaver. The main focus of this study is spills from 19 critical CSOs in significant locations in the drainage areas as shown in Figure 1.

The model used has been built and verified by United Utilities Plc. in the North West of England. The model, which is built using the InfoWorks CS software developed by Innovyze Ltd, is permitted for academic use in this study. In order to use the model, the two main sources of flows in the urban area should be determined. These are the dry weather flow (DWF) and the design rainfall time series (DRTS).

3.3.1 Dry Weather Flow

The main constituents of the DWF are population generated flows from residential properties within the network, and trade and commercial flows together with infiltration from groundwater into the sewerage system.

For the purposes of this study, the Crewe sewer model used contains a population generated flow of (128 l/person/day), and a total trade and commercial flow of 20.16 l/s and 28.75 l/s, respectively. An annual infiltration flow of 59.96 l/s is used in the model.

3.3.2 Design Rainfall Time Series (DRTS)

Continuous time series rainfall is required for assessment of the CSO discharge to account for any potential pollution to the receiving waters. Each of the 30 years of the present (1961-1990) and the future (2070-2099) hourly rainfall series is compared with its average annual and monthly rainfall in order to select the ten most typical years as specified in the United Utilities Guidelines (see Figures 4a and b for the validation of the selected years). The years will be ranked in terms of variance from the annual and monthly totals and from the average values for the baseline and future data set. The series of 10 consecutive years from the 30 years with the lowest overall variance will then be selected. The ranking systems were therefore set up in order to select the 10 years closest to the average year (TSRSim User Guide 2005). The selected 10 year rainfall series will be subjected to further analysis to select significant events based on selection criteria of 1.0mm storm depth, 0.1mm mean hourly rainfall intensity, 0.1mm maximum intensity and inter-event duration of 9
hours, as per the United Utilities Guidelines. These events will then be disaggregated to 5 minutes using the StormPac Software before being used in the model simulation.

For the purpose of the model simulation, the selected 10 years of rainfall need to be transformed into a surface runoff hydrograph which involves two principal parts. Firstly, losses due to antecedent conditions (surface wetness and in-depth wetness of the catchment), areal reduction factor and evapotranspiration are deducted from the rainfall. Secondly, the resulting effective rainfall is transformed by surface routing into an overland flow hydrograph. In this process the runoff moves across the surface of the sub-catchment to the nearest entry point to the sewerage system.

Surface wetness of the catchment losses has been estimated using a linear regression model and in-depth wetness is estimated using the rainfall and soil moisture deficit. Evaporation loss was calculated using a sinusoidal model which is incorporated in the StormPac Software.

For urban catchments in the UK, the percentage runoff coefficient can be estimated from the following models (Butler and Davies (2004); InfoWorks User Manual):

(a) Wallingford Procedure (fixed PR) Runoff Model:
The Wallingford model is applicable to typical urban catchments in the UK. It uses a regression equation to predict the runoff depending on the percentage of impermeability, the soil type and the antecedent wetness of each sub-catchment. The model predicts the total runoff from all surfaces in the sub-catchment, both pervious and impervious. Therefore this model should not be mixed with another model within one catchment. It is used to represent continuing losses with an initial loss model. In this model, runoff losses are assumed to be constant throughout a rainfall event and are defined by the relationship:

\[
PR = 0.829 \text{PIMP} + 25.0 \text{SOIL} + 0.078 \text{UCWI} - 20.7
\]

where PR is the percentage runoff; PIMP is the percentage impervious area (roads and roofs) by total contribution area; SOIL is an index of the water holding capacity of the soil; and UCWI is the urban catchment wetness index.

(b) New UK (Variable PR) Runoff Model:
This model is applicable to all catchments with all surface types, but particularly those which show significant delayed response from pervious areas. It calculates the runoff from paved and permeable surfaces separately and calculates the increase in runoff during an event as the catchment wetness increases. The percentage runoff is calculated using:

\[
PR = IF \times \text{PIMP} + (100 - IF \times \text{PIMP}) \times \text{API30}/PF
\]

where IF is the effective impervious area factor; PF is the soil storage depth; and API30 is the 30-day antecedent precipitation index.

\[
\text{API30} = \sum_{n=1}^{30} (P-E)_n C_p
\]

where N is the number of days prior to the event; (P-E)_n is the net Rainfall on day n; P_n is the total rainfall depth on day n; En is the effective evaporation on day n; and Cp is the decay factor depending on the soil index.
4.0 RESULTS AND DISCUSSION

4.1 Performance of the downscaling model
The first step in building a rainfall downscaling model for a catchment is the selection of predictors that are sought to influence the occurrence and amount of rainfall in the catchment. Table 1 shows a list of 8 appropriate predictors, together with their definition, selected from a possible 18 candidates, for the rainfall occurrence in the Worleston station. Figure 4 shows bar charts of zero and partial correlation coefficients of the rainfall occurrence with the selected predictors. The coefficient ranges between 0.09-0.45 for zero correlation and between 0.04 to 0.28 for partial correlation. Despite the apparently low correlation coefficient, it was found that these relations are statistically significant at a 5% level of significance. The selected predictors in Table 1 are then used to build a rainfall occurrence model for Worleston station using logistic regression (equation 1). The observed data during the period 1961-1987 are used for model calibration while 1988-2001 is used for model verification.

Table 2 presents measures for the accuracy of the rainfall occurrence model in terms of the Percent Correct (PC), Heidke Skill Scores (HSS) and Bias, B (Wilks, 1995). If HSS = 1, it means a perfect forecast; and if HSS = 0, it means that the model has no skill at all; however, if HSS < 0, the forecast is worse than a reference forecast (which normally should be the mean). Equivalently, if B =1, it means the forecast is unbiased; however, if B >1, it means there is an over prediction while if B <1, it means there is an under prediction. The PC usually ranges from zero for no correct forecasts obtained by the model to one when all model forecasts are correct. Thus the results in Table 2 show that the model is capable of predicting rainfall occurrence with sufficient accuracy as dictated by the higher values of PC (> 75%) in both calibration and verification periods. The results indicate that the developed occurrence model is unbiased with sufficient skills to predict occurrence of rainfall in the catchment.

The rainfall amount model is then developed using the same predictors in Table 1 which are combined with the resampling scheme described above to form the rainfall artificial neural network model trained with the Levenberg-Marquardt Back-Propagation algorithm. 90% of the observed daily rainfall in the period Jan 1st 1960 to Dec 31st 2001 is used for model calibration and the remaining 10% is used for model validation.

Five diagnostic tests are performed on the rainfall amount model to ensure its suitability for downscaling future rainfall in the catchment. These are demonstrated in Figures 5a to d and Table 3. Figure 5a shows comparison plots of the average monthly rainfall amount between the observed and simulated rainfall series for the whole period 1961 - 2001. The plots demonstrate a good degree of agreement between the observed and simulated average monthly rainfalls; although the model tends to slightly overestimate the winter rainfall. It can be deduced from these plots that the model is able to reproduce the monthly rainfall. Figure 5b shows the inter-annual variability for the rainfall station for the observed and simulated rainfall time series in the period 1961–2001. The monthly and yearly accumulations appear to have been reasonably captured by the model, which is an important requirement when assessing climate impacts on a hydrological system.

The third diagnostic test is a plot of the quantiles of observed versus simulated rainfall values as presented in Figure 5c. It can be observed that the rainfall amount model results follow the 45° line, suggesting that the model is closer to the observed
rainfall distribution. However the model slightly underestimates the annual extreme rainfall. This closeness demonstrates further the capability of the model in reproducing the rainfall values.

The fourth diagnostic test is a plot for the return period – return level relation between the observed and simulated daily rainfall as depicted in Figure 5d. The combined peak over threshold generalised Pareto Distribution approach was used to derive the relation. A common threshold of 17 mm/day was used for both rainfall series. The closeness of quantiles predicted by each rainfall series for the specified return period is a clear indication that the rainfall amount model is capable of reproducing the rainfall values.

The final diagnostic test is the statistics to evaluate the performance of the model as presented in Table 3. The model shows better skill in predicting rainfall amount in terms of correlation and a small Root Mean Square Error (RMSE). However for the autocorrelation and standard deviation, the model was not able to capture these statistics very well, which could be attributed to the intensive rainfall in the area which makes the rainfall highly skewed. The annual biases in autocorrelation and standard deviation of the simulated daily rainfall amounts are up to 78% and 52%, respectively with respect to observed daily rainfall, which reflects that the model is relatively conservative in reproducing the variability of daily rainfall (percentage above 50%). As the model would be more accurate if both the observed and simulated rainfall are closer to each other with a low percentage error, the model is still able to capture the rainfall variability judging by the visual plots in Figure 5 and the low RMSE and relatively high correlation coefficient in Table 3.

Based on the outcomes of the diagnostic tests performed on the rainfall occurrence and amount models, the downscaling model developed for Worleston station can be considered reasonable for use in downscaling future rainfall in the Crewe catchment for the purpose of climate impact assessment.

4.2 Formation of the Design Rainfall Time Series

4.2.1 Selection of Typical 10 years Rainfall:
A typical 10 year rainfall time-series is a sequence of rainfall events that is statistically representative of a rainfall pattern at a given location and is normally used for modelling spills from CSOs. The typical 10 year rainfall series will be used for testing the compliance of the CSO spills with the requirements for shellfish and bathing waters. Figure 6a represents an example for a validation check performed on the selected 10 years in 2080 for scenario A1FI from the HadCM3 GCM based on the average monthly rainfall depth. The plots in the figure ensure that the monthly variations in the selected 10 years of rainfall are sufficiently represented by the original 30 years of rainfall downscaled from the GCM. Figure 6b represents another check for consistency in the daily rainfall frequency in the two series for scenario A1FI of the HadCM3 GCM. The daily frequency plots in both figures demonstrate that the 10 year rainfall series is sufficiently representative of the rainfall in the Crewe catchment and can be used to model discharge from CSOs in the catchment. Statistically, the selected rainfall series is very similar to that generated by the downscaling model and the pattern of the rainfall distribution in the two series also matches well.

4.2.2 Pattern of future annual and bathing season rainfall
To investigate changes in future annual and bathing season (May to September period in the UK) rainfall amount, the annual and bathing season rainfall from the selected
10 typical years from each GCM and scenario are compared to the current conditions. Figures 7a and 7b represent such plots for the annual and bathing season, respectively. In Figure 7a, under scenario A1FI (high), a similar increase in the annual rainfall is predicted by HadCM3 and CSIRO, whereas the prediction from CGCM2 showed a significant decrease in the annual rainfall. Under scenario B1 (low) all GCM predictions indicate a decrease in annual rainfall. The bathing season rainfall plots in Figure 7b show that this is the only period in which all GCMs, under both scenarios, agree that there will be a decrease in rainfall, with a slight variation in the decreasing amount among the model predictions.

As climate change will affect rainfall frequency as well as magnitude, Figure 7c shows a plot for the number of annual rainfall events predicted by the different GCMs under the high and low scenarios relative to the current situation. It is clear from these plots that HadCM3 and CSIRO were found to predict the same number of events as in the current conditions under the high scenario, whereas CGCM2 predicts a significantly lower number of events. However, all the GCMs predict an increase in the number of events under the low scenario, although rainfall is predicted to decrease under this scenario.

Figure 8 shows a plot for the average monthly rainfall residual, or difference between the predicted future rainfall from HadCM3 and the current conditions, for the 10 year rainfall series in the studied catchment. Generally, rainfall intensities tend to decrease during the bathing season (May-September) and increase in the rest of the year with significant increase associated with winter months (December, January and February), especially under the high scenario.

4.3 Quantitative Assessment of CSO Spills

Nineteen CSOs in significant locations in the Crewe catchment were selected in the InfoWorks CS model of the catchment for assessment of their discharge into the receiving rivers. The 10 year rainfall series for the two scenarios produced by the three GCMs (6 series), together with the base period (1961–1990), were analysed as mentioned in section 3.3.2, to form design rainfall time series before being used to simulate spills from CSOs in the Crewe catchment. Two sets of quantitative analysis were performed on the CSO simulation results using CSO spill drivers of spill volume, spill duration and spill frequency. One set of analysis was oriented to assess compliance of CSO spills to shellfish water requirements (a maximum limit of 10 spills per annum); and the other set was oriented to assess compliance of CSO spills to bathing water requirements (a maximum limit of 3 spills per bathing season) as required by the Environment Agency for England and Wales (2009).

4.3.1 Assessment of CSO Spills for Shellfish Water

Figures 9a to c show the total spill volume, total spill duration and total spill frequency of the 19 CSOs, respectively, for the base and for 2080 as predicted by the three GCMs for scenarios A1FI and B for shellfish water. The total spill from the CSOs is predicted to increase under scenario A1FI with 37% and 6% for the spill volume, 32% and 2% for the spill duration, and 12% and 2% for the spill frequency as projected by the HadCM3 and CSIRO GCMs, respectively. However, the same CSO spills drivers are predicted to decrease by the CGCM2 GCM under the same scenario. Under scenario B1 all the GCMs agree on projecting a decrease in the three drivers from all CSOs where the percentage change between the GCMs ranged between 25%-50% for spill volume, 21%-39% for spill duration and 20%-25% for spill frequency. The results from both scenarios reflect high uncertainty, which represents a significant
difference between the GCM projections. This conflicting outcome is due to the inherent differences in the way that each GCM models the physics and chemistry of the upper atmospheric layers in addition to the difference in grid resolutions for each GCM.

Figures 10a and b show the number of CSOs in which the number of spills per annum breaches the shellfish water spill limits for the current and future conditions under scenarios A1FI and B1, respectively. The number of CSOs breaching the spill limits is unchanged or decreases (from the current 13 CSOs) despite prediction of an increase in the number of spills under scenario A1FI. This is partly attributed to the prediction of significant reduction in rainfall during the summer (cf. Figure 8), which would lead to a decrease in the number of spills in the summer, which in turn would affect the total number of spills per annum. Under scenario B1, the number of CSOs breaching the spill limits is expected to decrease as rainfall is predicted to decrease by all the GCMs (cf. Figure 7a).

4.3.2 Assessment of CSO Spills for Bathing Season Water

Figures 11a to c show the total spill volume, total spill duration and total number of spills from the 19 CSOs, respectively, for the base period and for 2080, as predicted by the 3 GCMs under scenarios A1FI and B for a bathing water spill. The three drivers from the CSOs are projected to decrease by all three GCMs under both scenarios with a significant decrease under scenario B1. This is because, among the scenarios considered, the scenario A1FI has the highest concentration of atmospheric carbon dioxide (CO2), while for B1 this concentration is decreased. The only exception here is for the results obtained from the CSIRO GCM, which projects change in the opposite direction as there was a slight increase in the total number of spills from all 19 CSOs under scenario A1FI. The projected decrease in the three drivers of CSOs is clearly attributed to a significant reduction in rainfall predicted by all the GCMs (ranges between 45%-70%) during this season as illustrated in Figure 7b. Despite agreement of all GCMs on projecting the same pattern of climate change impacts on the drivers of CSO during this season, there are differences among the GCMs. For example, results from CGCM2 showed a substantial drop between 78% - 80% for spill volume, between 75% - 77% for spill duration and between 73%-75% for spill frequency under both scenarios, while the results from HadCM3 and CSIRO projected a drop of 20%-60% for spill volume, 0.7%-49% for spill duration and 16%-45% for spill frequency. The results also show a non-linear relation between the cause (storm) and the consequence (the three drivers of CSO spills) due to the dynamics of the system (distribution of the flow). The results further indicate that use of one GCM in an impact study is not enough to have a complete picture of what is going to happen in the future if uncertainty in the results is not highlighted.

According to the projection above, the number of CSOs which breach the bathing water spill limits is expected to decrease as shown in Figures 12a and b.

5. CONCLUSIONS

The large urban drainage area of Crewe was used as a case study to demonstrate the use of downscaled rainfall time series to assess potential future pollution from spills of CSOs. Seven typical 10 year design rainfall time series, representing the present and future conditions derived from using greenhouse emission scenarios A1FI and B1 and GCMs HadCM3, CSIRO and CGCM2, were used to simulate spills from the CSOs.
Although CSOs are used to help to reduce urban flooding in combined sewerage systems, they can also be sources of pollution to the environment. The current paper provides a quantitative assessment of the CSOs under climate change conditions for the long term future.

For a selected 19 CSOs in the Crewe urban drainage catchment, the expected maximum annual increase is 37% in the spill volume, 32% in the spill duration, and 12% in the number of rainfall events for the future conditions under the high scenario. However, the system is predicted to cope with climate change under the low scenario with an annual drop of up to 37%, 39% and 25%. Additionally, the analysis for the CSO spills during the future bathing season showed that, due to prediction of significant decrease in rainfall during this season, the total spilling volume would reduce. However, pollution threat could increase due to low flows in the receiving water (to dilute pollutants) and high pollutant concentrations in the spilling volume. Hence, this research should be of interest to all water companies in the UK in order to resolve expected future problems with their assets.
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### Table 1 Predictors definition

<table>
<thead>
<tr>
<th>Code</th>
<th>Variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>ncepp8_z(+1)</td>
<td>Laged forward surface vorticity</td>
</tr>
<tr>
<td>ncepp p8_u(+1)</td>
<td>Laged forward 850 hpa zonal velocity</td>
</tr>
<tr>
<td>ncepp r500</td>
<td>500 hpa Relative humidity</td>
</tr>
<tr>
<td>ncepp r850</td>
<td>850 hpa Relative humidity</td>
</tr>
<tr>
<td>ncepp rhum(+1)</td>
<td>Laged forward Near surface relative</td>
</tr>
<tr>
<td>ncepp P_v(+1)</td>
<td>Laged forward surface meridional velocity</td>
</tr>
<tr>
<td>Ncepp5_u(+1)</td>
<td>Laged forward 500 hpa zonal velocity</td>
</tr>
<tr>
<td>Ncepp5_th(+1)</td>
<td>Laged forward 500 hpa wind direction</td>
</tr>
</tbody>
</table>

### Table 2 Percent Correct (PC), Heidke Skill Scores (HSS) and Bias (B) for the occurrence model

<table>
<thead>
<tr>
<th>Period</th>
<th>PC</th>
<th>HSS</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calibration</td>
<td>0.77</td>
<td>0.54</td>
<td>0.97</td>
</tr>
<tr>
<td>Verification</td>
<td>0.79</td>
<td>0.57</td>
<td>1.06</td>
</tr>
<tr>
<td>All</td>
<td>0.77</td>
<td>0.55</td>
<td>1.00</td>
</tr>
</tbody>
</table>

### Table 3 Performance Statistics of the rainfall amount model

<table>
<thead>
<tr>
<th>Method</th>
<th>RMSE</th>
<th>Correlation</th>
<th>Auto correlation</th>
<th>STD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed Rainfall</td>
<td>0.17</td>
<td>3.76</td>
<td>0.17</td>
<td>3.76</td>
</tr>
<tr>
<td>Simulated Rainfall</td>
<td>3.14</td>
<td>0.68</td>
<td>0.31</td>
<td>1.8</td>
</tr>
</tbody>
</table>
Fig. 1 Crewe Urban Drainage area

Fig. 2 Sketch of modified Bartlett-Lewis Rectangular Pulses model (Abdellatif et al., 2013)

Fig. 3 Sketch of the Poisson rectangular pulse (PRP) model
Fig. 4 Zero and partial correlation coefficients between rainfall occurrence and predictors

Fig. 5(a) Observed and simulated average monthly rainfall

Fig. 5(b) Inter-annual observed and simulated rainfall
Fig. 5(c) Q-Q plot of observed and simulated rainfall

Fig. 5(d) Return period-return level relation for the Observed and Simulated rainfall

Fig. 6a Average monthly rainfall depth in the 30 year and the typical 10 year rainfall series in 2080 from scenario A1FI of HadCM3

Fig. 6b Average daily rainfall frequency versus depth plots for the 30 year and the typical 10 year rainfall series in 2080 from scenario A1FI of HadCM3
Fig. 7a Future annual rainfall obtained from different GCMs for the high and low scenarios

Fig. 7b Future bathing season rainfall obtained from different GCMs for the high and low scenarios

Fig. 7c Future number of rainfall events relative to the current conditions for the high and low scenarios

Fig. 8 Monthly residual of rainfall for HadCM3 2080s
Fig. 9a Total spill volume from the 19 CSOs per annum

Fig. 9b Total spill duration from the 19 CSOs per annum

Fig. 9c Total number of spill from the 19 CSOs per annum

Fig. 10 Number of unsatisfactory CSOs from 19 totals per annum for (a) A1FI and (b) B1 simulated by the three GCMs
Fig. 11a Total spill volume from the 19 CSOs per bathing season

Fig. 11b Total spill duration from the 19 CSOs per bathing season

Fig. 11c Total number of spill from the 19 CSOs per bathing season

Fig. 12 Number of unsatisfactory CSOs from a total of 19 total per bathing season for (a) A1FI and (b) B1 simulated by the GCMs